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Stereopsis is adaptive for the natural environment
William W. Sprague,1,2*† Emily A. Cooper,3*† Ivana Tošić,4‡ Martin S. Banks1,2

exclusive lice

the Advance

under a Cre

License 4.0 (
D

Humans and many animals have forward-facing eyes providing different views of the environment. Precise
depth estimates can be derived from the resulting binocular disparities, but determining which parts of the
two retinal images correspond to one another is computationally challenging. To aid the computation, the visual
system focuses the search on a small range of disparities. We asked whether the disparities encountered in the
natural environment match that range. We did this by simultaneously measuring binocular eye position and
three-dimensional scene geometry during natural tasks. The natural distribution of disparities is indeed matched
to the smaller range of correspondence search. Furthermore, the distribution explains the perception of some
ambiguous stereograms. Finally, disparity preferences of macaque cortical neurons are consistent with the
natural distribution.
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INTRODUCTION

Having two views of the world, as animals with stereopsis do, provides
an advantage and a challenge. The advantage is that the differences in
the two views can be used to compute very precise depth information
about the three-dimensional (3D) scene. The differing viewpoints cre-
ate binocular disparity, namely, horizontal and vertical shifts between
the retinal images generated by the visual scene (Fig. 1). These binoc-
ular signals are integrated in the primary visual cortex via cells tuned
for the magnitude and direction of disparity (1, 2), and this informa-
tion is sent to higher visual areas where it is used to compute the 3D
geometry of the scene.

The computations involved in stereopsis, however, are very chal-
lenging because of the difficulty in determining binocular correspon-
dence: Which points in the two eyes’ images came from the same
feature in the scene? Consider trying to solve the correspondence pro-
blem in a visual environment consisting of sparse small objects uniform-
ly distributed in three dimensions. In every direction, all distances would
be equally probable, and therefore, the encountered disparities would
be very broadly distributed. However, it is actually more complicated
than that: If the viewer fixated a very distant point, all other points
in the scene would be closer than where the viewer was fixating,
and the disparity distribution would be entirely composed of crossed
horizontal disparities (illustrated for one point in Fig. 1, A and B).
Similarly, fixation of a very near point would produce a wide distri-
bution of uncrossed horizontal disparities (Fig. 1C). In this environment
with fixations of random distance, the search for solutions to binocular
correspondence would have to occur over a very large range of disparities.

However, the natural visual environment is not at all like this, and
peoples’ fixations are not randomly distributed in depth. Instead, the
environment contains many extended opaque surfaces, so farther ob-
jects are frequently occluded by nearer ones. The environment is also
structured by gravity, so many surfaces are earth-horizontal (for exam-
ple, grounds and floors) or earth-vertical (for example, trees and walls).
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Furthermore, viewers do not fixate points randomly, but rather choose
behaviorally significant points such as objects they are manipulating
and surfaces onwhich they arewalking (3, 4). These constraints are pre-
sumably manifested in the brain’s search for solutions to binocular
correspondence, allowing a muchmore restrictive and efficient search
than would otherwise be needed. In this vein, models of stereopsis in-
voke constraints based on assumptions about the 3D environment,
such as smoothness, uniqueness, and epipolar geometry, to help iden-
tify correct correspondence (5). Similarly, probabilistic models make
prior assumptions about the most likely disparities in the natural
environment. One prior, for example, instantiates the assumption that
small disparities are common and large disparities are rare (6). Consist-
ent with this, the preferred disparities of binocular cortical neurons are
generally close to zero (1, 2, 7). This type of coding—a bias toward com-
monly encountered sensory signals—can improve perceptual sensitivity
to small changes from likely stimulus values (8). It also naturally leads
to reductions in information redundancy, a fundamental principle of
efficient coding in sensory and motor systems (9–11).

The study of natural image statistics has yielded substantial ad-
vances in the understanding of how the visual system evolved into
an efficient information processor (12–15). This work has focused
on image statistics such as the distributions of luminance, contrast,
and orientation. Less is known about how the visual system exploits
natural scene statistics for more complex tasks such as 3D vision be-
cause of the technical challenges involved in measuring the relevant
statistics (16). Such statistics, however, are particularly important for
3D vision because the visual system cannot measure the third dimen-
sion directly from the 2D retinal images. Instead, it must use depth cues
that derive from regularities in the relationship between distance and
retinal image patterns.

To determine the statistics of natural disparity, one must measure
the 3D geometry of visual scenes and binocular eye movements as
people engage in natural behavior in those scenes. Some previous stu-
dies have attempted this by simulating scenes and eye movements
(17–20). Those studies are obviously limited by the ecological validity
of the simulated scenes and by the validity of the assumed eye move-
ment strategies. One study went further by measuring fixation dis-
tances as people walked through a forest (21). They then used the
distribution of those distances to generate simulated fixations in
natural scenes recorded by other investigators (22). From there, they
calculated the distribution of disparities accumulated across the visual
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field. They reported that horizontal disparities are centered at zero
across the horizontal field of view and that the distribution of these
disparities is symmetric with a standard deviation (SD) slightly less
than 0.5°. This study and most of the others assumed that the distri-
butions of fixation distances and the distances of visible points in the
scene are the same.

Here, we report the properties of binocular eye movements and the
resulting binocular visual input directly measured during natural tasks
with a unique eye and scene tracking system. We then compare these
measurements to known perceptual and neurophysiological properties
of stereopsis and consider the implications for efficient coding.
BRIEF METHODS

The eye and scene tracking system simultaneously measured the 3D
structure of the visual scene and the gaze directions of the eyes while
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
participants performed everyday tasks. To quantify binocular dispar-
ity, we used a retinal coordinate system in which the positions of im-
age points are referenced to the fovea and quantified in angular units.
This is appropriate for the study of binocular correspondence because
pairs of corresponding points in the two eyes are fixed in retinal
coordinates (23) and the properties of binocular neurons in cortical
area V1 are invariant when expressed in retinal coordinates (24, 25).
We quantify disparities in Helmholtz coordinates (that is, latitudes for
azimuth, longitudes for elevation). Consider a point in the world
projected into the left and right eyes. Differences in the azimuths of
the point images are horizontal disparities; differences in elevation are
vertical disparities. These are absolute disparities because the azimuths
and elevations of the images in the two eyes are referenced to the fix-
ation point (and hence to the foveas). When fixation changes, the hor-
izontal and vertical disparities created by a given scene can change
substantially. One therefore must know scene geometries and fixations
within those scenes to understand the diet of binocular disparities
experienced by humans and other animals.

The eye and scene tracking system has two outward-facing cameras
(Fig. 2A, green box) that capture stereoscopic images of the world in
front of the participant. The images are converted to 3D scene geometry
using well-established stereo reconstruction techniques. The system
also has a binocular eye tracker (orange) that measures binocular fixa-
tions. Because the stereo cameras are offset from the participant’s eyes,
one cannot reconstruct disparities directly from the cameras’ 3Dmaps.
To do this, we estimate the translation and rotation of viewpoints from
the cameras to the eyes. This is done by displaying a grid of circles with
known locations relative to the midpoint of the interocular axis (the
cyclopean eye).Mappings between these known 3D locations in cyclo-
pean eye–referenced coordinates and the corresponding positions of
circles in the left camera’s images are used to solve for the translation
and rotation between the camera and the eyes (Fig. 2B). We then in-
vert this transformation and combine it with the gaze directions mea-
sured by the calibrated eye tracker to produce accurate 3D maps and
retinal disparities for the participant. Figure 2C outlines the data col-
lection and processing workflow. The system generates a disparity
map from the camera images (Fig. 2D) and then reprojects the scenes
to each eye, so the images and disparity maps are in eye coordinates
(Fig. 2E). The cameras have a limited field of view, so we selected only
the parts of the images within 10° of the fovea to minimize the amount
of missing data during analysis. From the projection of each point in
the world onto each retina, we calculated retinal disparity. Figure 2F
shows the horizontal disparities for one participant at one time point.
The sign convention for horizontal disparities is that the uncrossed are
positive and the crossed are negative. So, when the participant fixates
on the sandwich bread (Fig. 2F), points on the table in front of the
bread have negative disparity (red) and points behind the bread have
positive disparity (blue). For vertical disparities, the convention is pos-
itive when elevation is greater in the left than in the right eye, and
negative for the opposite.

Three adults participated and performed four tasks. The tasks were
selected to represent a broad range of everyday visual experiences. In
two tasks, participants navigated a path outside in natural areas (“out-
side walk”) or inside a building (“inside walk”). In another task, invol-
ving social interaction, they ordered coffee (“order coffee”). In the
fourth task, participants assembled a peanut butter and jelly sandwich
(“make sandwich”); this task emphasized near work and has been
used in previous eye movement studies (26).
Fig. 1. Binocular disparities used for stereopsis. (A) Two views of a sim-
ple 3D scene. The eyes are fixating point F , which lies straight ahead. Point
1

P is positioned above and to the right of the viewer’s face, and is closer in
depth than F1. The upper panel shows a side view and the lower panel a view
from behind the eyes. Lines of equal azimuth and elevation in Helmholtz
coordinates are drawn on each eye. (B) Retinal projections of P from the
viewing geometry in (A). The yellow and orange dots correspond to the
projections in the left and right eyes, respectively. The difference between
the left and right eye projections is binocular disparity. The difference in az-
imuth is horizontal disparity, and the difference in elevation is vertical dispar-
ity. In this example, point P has crossed horizontal disparity, because it is
closer than point F1 and the image of P is therefore shifted leftward in the
left eye and rightward in the right eye. (C) For a given point in the scene,
the disparity at the retinas can change substantially depending on where
the viewer is fixating. In the left panel, the same point P is observed, but
with a different fixation point F2 that is now closer to the viewer than P (indi-
cated by the arrow). The original fixation point F1 is overlaid in gray. In the
right panel, the retinal disparities projected by P are shown for both fixations
[disparities from (B) are semitransparent]. For this viewing geometry, point
P now has uncrossed horizontal disparity: that is, the image of P is shifted
rightward in the left eye and leftward in the right eye.
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STATISTICS OF BINOCULAR EYE POSITION

We first examined the statistics of binocular eye position as partici-
pants engage in natural tasks. It is known that the eyes make binocular-
ly coordinated movements to place the point of regard (the fixation
point) on the foveas. This is accomplished by disconjugate and conju-
gate binocular movements, vergence and version, respectively. Ver-
gence and version have vertical and horizontal components. We
only looked at the horizontal component of vergence because that
is the meaningful component for tracking in depth. Vertical and hor-
izontal components of version movements vary substantially, so we
looked at both.

The probability distributions of horizontal vergence are shown
in Fig. 3A for each task. We averaged across participants because their
distributions were very similar. As one would expect, the distribution
of horizontal vergence is quite dependent on the task. Relatively small
vergences (that is, far fixation distances) were frequently observed in
the two walking tasks, most likely because participants tended to look
at least a few steps ahead (27). Larger and more variable vergences
were observed in the order coffee and make sandwich tasks as parti-
cipants looked from objects they were manipulating to other nearby
objects. To combine data across tasks, we used a large-population es-
timate of the proportion of waking time that Americans devote to dif-
ferent activities. The database is the American Time Use Survey (ATUS)
(28). We used those activity data to weight our tasks a priori (see Ma-
terials and Methods). The ATUS-weighted data for horizontal vergence
has a peak at small vergences and a long tail of larger vergences. The
median and SD of the weighted-combination distribution are 3.0°
(~114 m) and 2.7°, respectively.

The combined distribution is markedly different from the ones as-
sumed in previous simulations (17–19) and indirect empirical mea-
surements (21). Specifically, our data exhibit more large vergences
(near fixations) and greater variance than others do. Read and Cum-
ming (17), for example, assumed a folded Gaussian distribution with a
peak at 0° and no negative vergences; this distribution has a central
tendency of much smaller vergences (farther fixations) than we ob-
served. Liu and colleagues (21) reported a distribution that is some-
what similar to the one we measured in the outside walk task, but with
a much shorter tail; our weighted-combination distribution has a sub-
stantially larger median and SD than theirs.

Some researchers have assumed that people choose fixation tar-
gets with distances that are statistically the same as the distances of
all visible scene points (19, 21). We examined this assumption by
comparing the distribution of fixation distances to the distribution
of distances of all scene points that are visible in the central 20° of
the visual field. The relationship between the two distances varies
across tasks (fig. S1), but the overall distribution of actual fixations
is significantly biased toward closer points than the distribution
of potential fixations (Fig. 3B). Specifically, the median weighted-
combination fixation distance is 0.87 diopters (114 cm), whereas the
median weighted-combination scene distance is 0.47 diopters (211 cm):
that is, they differ by nearly a factor of two. This means that viewers
engaged in natural tasks tend to look at scene points that are nearer
than the set of all visible points, which contradicts the previous as-
sumption that the distributions of fixation and scene distances are sim-
ilar to one another (19, 21).

The distributions of horizontal and vertical versions were also sim-
ilar across participants, but rather task-dependent. Figure 3C shows
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Fig. 2. System andmethod for determining retinal disparities when par-
ticipants are engaged in everyday tasks. (A) The device. A head-mounted

binocular eye tracker (EyeLink II) was modified to include outward-facing
stereo cameras. The eye tracker measured the gaze direction of each eye
using a video-based pupil and corneal reflection tracking algorithm. The stereo
cameras captured uncompressed images at 30 Hz and were synchronized to
one another with a hardware trigger. The cameras were also synchronized to
the eye tracker using digital inputs. Data from the tracker and cameras were
stored on mobile computers in a backpack worn by the participant. Depth
maps were computed from the stereo images offline. (B) Calibration. The cam-
eras were offset from the participant’s eyes by several centimeters. To recon-
struct the disparities from the eyes’ viewpoints, we performed a calibration
procedure for determining the translation and rotation between the 3D loca-
tions. The participant was positioned with a bite bar to place the eyes at
known positions relative to a large display. A calibration pattern was then dis-
played for the cameras and used to determine the transformation between
the cameras’ viewpoints and the eyes’ known positions. (C) Schematic of the
entire data collection and processing workflow. (D) Two example images from
the stereo cameras. Images were warped to remove lens distortion, resulting
in bowed edges. The disparities between these two images were used to re-
construct the 3D geometry of the scene. These disparities are illustrated as a
grayscale image with bright points representing near pixels and dark points
representing far pixels. Yellow indicates regions in which disparity could not
be computed due to occlusions and lack of texture. (E) The 3D points from the
cameras were reprojected to the two eyes. The yellow circles (20° diameter)
indicate the areas over which statistical analyses were performed. (F) Horizon-
tal disparities for this scene at one time point. Different disparities are repre-
sented by different colors as indicated by the color map on the right.
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these as joint probability distributions. The outside walk task yielded a
broad, roughly isotropic distribution, whereas the inside walk task
yielded a more focused distribution, because participants tended to
look straight down the hallway as they walked. The order coffee
and make sandwich tasks yielded notably anisotropic distributions;
the former spread horizontally and the latter vertically. The weighted
combination (Fig. 3D) shows that participants rarely make hori-
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
zontal or vertical versions greater than
~15°, which is consistent with previous
measurements (29, 30). The SDs for the
weighted-combination horizontal and
vertical versions were 12.1° and 8.0°, re-
spectively. These distributions are rea-
sonably similar to the ones assumed in
previous simulations and computational
models. For example, Read and Cumming
(17) assumed isotropic Gaussian distri-
butions for version with an SD of 10° or
20°. The versions we observed are some-
what concentrated on the cardinal axes,
suggesting that viewers tend to look up
and down or left and right, but not both
simultaneously.

In summary, these results show that
the patterns of disconjugate and conjugate
eye movements depend significantly on
the task and the environment and that the
distribution of fixation distances is not
the same as the distribution of scene dis-
tances because people tend to look at near
visible objects.
STATISTICS OF NATURAL DISPARITY

We next examined the distributions of
horizontal and vertical disparities for
each region of the central visual field. We
show these data in two ways: In Fig. 4,
we show the median horizontal and ver-
tical disparities throughout the visual field,
and in Fig. 5, we show the joint and mar-
ginal distributions of horizontal and ver-
tical disparities in different field sectors.
The tasks are schematized in Fig. 4A.
Figure 4B shows the median horizontal
disparities for each task. The patterns of
disparity were remarkably similar across
participants (fig. S2), so we averaged their
data. The panels are plotted in retinal co-
ordinates with the fovea at the center. The
patterns of horizontal disparity differ no-
ticeably across tasks. For example, in the
make sandwich task, in which participants
generally adopted short fixation distances,
there is much more variation in median
disparity across the visual field than in
the other tasks, where fixations were gen-
erally more distant. In the inside walk task, disparities tended to be
negative (crossed), but in the order coffee task, disparities tended to
be positive (uncrossed). Figure 4C shows the median vertical dispari-
ties for each task, which overall are much smaller in magnitude than
the horizontal disparities. The left and right panels of Fig. 4D show the
median of the weighted-combination horizontal and vertical dispari-
ties across the visual field, respectively. To summarize the data, Fig. 5A
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Fig. 3. Distributions of binocular eye position for the four tasks and weighted combination of tasks.
(A) Distributions of horizontal vergence for the tasks and the weighted combination. Probability density is

plotted as a function of vergence angle. Small and large vergences correspond to far and near fixations,
respectively. For reference, vergence distance (assuming an interocular distance of 6.25 cm and version
of 0°) is plotted on the abscissa at the top of the figure. Different colors represent the data from different
tasks; the thick black contour represents the weighted-combination data. (B) Distances of fixation points and
visible scene points. The probability of different fixation distances and scene distances is plotted as a function
of distance in diopters (where diopters are inverse meters). The upper abscissa shows those distances in
centimeters for comparison. The black solid curve represents the distribution of weighted-combination fix-
ation distances. The orange dashed curve represents the distribution of distances of visible scene points,
whether fixated or not, falling within 10° of the fovea. All distances are measured from the midpoint on
the interocular axis (the cyclopean eye). The median distances are indicated by the arrows: the orange arrow
for scene points and the black one for fixation points. (C) Distributions of version for the four tasks. Horizontal
version and vertical version are plotted, respectively, on the abscissa and ordinate of each panel. By con-
vention, positive horizontal and vertical versions are leftward and downward, respectively. The data are, of
course, plotted in head-centered coordinates. Colors represent probability (darker being more probable).
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shows the joint and marginal distributions of horizontal and vertical
disparities for nine subregions of the visual field (for the weighted com-
bination only), and Fig. 5B shows these distributions when they are
combined over the entire central 20° of the visual field.

Some clear patterns emerge from these data. With respect to hor-
izontal disparities:

1) The variation of disparity as a function of elevation is much
greater than the variation as a function as azimuth. Specifically, there
is a consistent positive vertical gradient of horizontal disparity, where-
as the horizontal gradient is ~0. This is because crossed disparities are
most common in the lower visual field, and uncrossed disparities in
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
the upper field. The pattern is due, in large part, to participants fixat-
ing the ground or objects on the ground while walking, and fixating
objects on tabletops while manipulating things with their hands. A
previous simulation study suggested that the presence of a ground
plane in and of itself contributes to this pattern (18).

2) Horizontal disparity is ~0° near the eyes’ horizontal meridians.
This means that points to the left and right of fixation tend to be at
roughly the same distance as the fixated point. This observation is
consistent with a previous study (21).

3) The SD of horizontal disparity increased slightly with retinal
eccentricity (Fig. 5A and fig. S2C). The overall dispersal was greatest
in the tasks that contained more near fixations (order coffee and make
sandwich). The SD overall was larger than reported by one study (21)
and smaller than found in a previous simulation (17).

4) The distributions of horizontal disparity generally exhibited pos-
itive skewness (Fig. 5 and fig. S2E), meaning that there was a longer
tail of positive (uncrossed) disparity than of negative (crossed) dispar-
ity. This observation is somewhat surprising because there is a geo-
metric reason to expect negative skewness. The largest uncrossed
disparity that one can conceivably observe for a fixation distance of
Z0 is (31):

d ≈
I

Z0

180

p

� �

where d is disparity in degrees, I is interocular distance in meters [as-
sumed to be 0.0625 m; (32)], and Z0 is fixation distance in meters.
Thus, when the eyes are fixating at 1, 10, and 100 m, the largest pos-
sible uncrossed disparity is, respectively, 3.6, 0.36, and 0.036°. Despite
this geometric constraint on large uncrossed disparities, we still ob-
served positive skewness. This is a consequence of people tending to
adopt near fixations (keeping Z0 relatively small) and tending to fixate
nearer points in the scene (Fig. 3B). Our observation of positive skew-
ness contradicts earlier reports of symmetry (6, 21, 33) or negative
skewness (17, 19).

5) The kurtosis of the horizontal disparity distributions was markedly
high, meaning that there was a high probability of observing dispari-
ties close to the peak value with long tails of lower probability. For the
weighted combination, kurtosis was 17 to 50, depending on location
in the visual field (Fig. 5A and fig. S2G). High kurtosis and low SD
mean that horizontal disparities at a particular location in the visual
field are quite predictable. For example, to encompass two-thirds of
the disparity observations in 3° patches in various positions in the
visual field requires a disparity range of only 0.74° on average (see
Fig. 5 for details). Previous work observed or assumed much lower
kurtosis of less than 0 (6), 0 (17), ~3 (19, 33), and 5.6 (21) and slightly
smaller SDs (6, 19, 21), which in combination implies lower pre-
dictability than we observed.

With respect to vertical disparities:
1) Positive vertical disparities were consistently observed in the up-

per left and lower right visual fields, and negative disparities in the
upper right and lower left fields, consistent with expectations from
the underlying binocular viewing geometry (34, 35).

2) The magnitude of variation differed substantially across tasks:
There was much greater variation in the two near tasks of order coffee
and make sandwich.

3) Vertical disparities are generally zero near the retinal vertical
meridians. When eyes are vertically aligned, the projections of points
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disparities and visual field position. The circular plots each represent data
from one of the four activities averaged across participants. The fovea is at
the center of each panel. Radius is 10°, so each panel shows medians for
the central 20° of the visual field. Dashed gray lines represent the horizon-
tal and vertical meridians. Uncrossed disparities are blue, crossed disparities
red, and zero disparity white. (C) Median vertical disparities and visual field
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The scales of the color maps differ from the scales for the other panels.
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in the head’s median plane yield zero vertical disparity.When eyes are
fixating in or near this plane, zero vertical disparities are observed
near the vertical meridians in retinal coordinates. The band of zero
disparities is shifted rightward for two participants in the make sand-
wich and order coffee tasks because they often looked left of the
head’s median plane, so the projection of that plane was shifted right-
ward in retinal coordinates. Vertical disparities are also almost always
zero on the horizontal meridians, which is a consequence of the tor-
sional eye movements that we assumed are made (see Materials and
Methods).

4) The SD of vertical disparity varied systematically across the vi-
sual field (Fig. 5A and fig. S2D). It was close to zero near the horizontal
meridian and increased roughly linearly with increasing eccentricity
above and below that meridian. This pattern is expected from the
underlying geometry (34, 35). When the eyes are torsionally aligned,
vertical disparity along the horizontal meridian must be zero. We did
not observe a vertical band of small SD because as participants looked
leftward and rightward (Fig. 3C), that band shifted rightward and left-
ward in retinal coordinates, thereby adding variation for positions right
and left of the vertical meridian.

Lastly, the joint distribution of horizontal and vertical disparities
has an aspect ratio of ~20:1 (Fig. 5B; horizontal disparity more spread
than vertical). This makes sense because the eyes are horizontally separated,
so when they are directed to a fixation point and aligned torsionally, non-
fixated points in natural scenes should create a larger range of horizon-
tal disparities than of vertical disparities (1, 17, 36). The joint distribution
is diamond-shaped because the marginal distributions of horizontal and
vertical disparities are leptokurtic and nearly independent.
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
The observed distributions of horizontal and vertical disparities are
very different from the ones derived from simulations of scenes and
fixations (17, 19, 21). In particular, the observed distributions of hor-
izontal disparity have high kurtosis and positive skewness unlike the
distributions in previous work (6, 17, 19, 21, 33). They also have dif-
ferent SDs than in previous accounts (6, 17, 19, 21, 33). The observed
distributions of vertical disparity have much smaller SDs than those of
the distributions derived from one previous study (17) and larger than
another (19).

The empirical joint distribution is an estimate of the prior dis-
tribution of horizontal and vertical disparities in natural viewing
and can be incorporated into probabilistic models of stereopsis. We
next examined how these natural disparity statistics help us under-
stand some well-known phenomena in binocular vision: (i) positions
of corresponding points and shape of the horopter, (ii) perceived
depth and binocular eye movements with ambiguous stereograms,
and (iii) disparity preferences among cortical neurons.
CORRESPONDING POINTS AND THE HOROPTER

The visual system allocates resources nonuniformly over the span of
possible disparities. As a result, the quality of binocular vision varies
substantially with relative position in the retinas. The nonuniform al-
location is manifest by pairs of retinal points with special status. These
corresponding-point pairs are special because (i) binocular match-
ing solutions between the two eyes’ images are biased toward them
(37–39); (ii) the region of single, fused binocular vision straddles them
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Fig. 5. Distributions of horizontal and vertical disparities. (A) Joint distributions of horizontal and vertical disparities in different regions of the visual
field. The black circle in the background represents the central 20° of the visual field (10° radius) with the fovea at the center. Each subplot shows the joint

disparity distribution in a different region of the visual field. Horizontal disparity is plotted on the abscissa of each subplot and vertical disparity on the
ordinate. The scales for the abscissa and ordinates differ by a factor of 10, the abscissa ranging from −0.5° to +0.5° and the ordinate from −0.05° to +0.05°.
The centers of the represented regions are either at the fovea or 4° from the fovea. The regions are all 3° in diameter. Frequency of occurrence is
represented by color, darker corresponding to more frequent disparities. The curves at the top and right of each subplot are the marginal distributions.
Horizontal and vertical disparities are positively correlated in the upper left and lower right parts of the visual field and negatively correlated in the upper
right and lower left parts of the field (absolute r values greater than 0.16, P values less than 0.001). One can see in these panels the shift from uncrossed
(positive) horizontal disparity in the upper visual field to crossed (negative) disparity in the lower field. We calculated the range of horizontal disparities
needed to encompass two-thirds of the observations in each of the nonfoveal positions in the figure. For the upper middle, upper right, mid right, lower
right, lower middle, lower left, mid left, and upper left regions, the disparity ranges were respectively 0.69°, 1.37°, 0.53°, 0.73°, 0.49°, 0.72°, 0.25°, and 0.43°;
the average across regions was 0.74°. (B) Joint distribution of horizontal and vertical disparities in the central 20° (10° radius) of the visual field. The format
is the same as the plots in A. Movies S1 and S2 show how the marginal distribution of horizontal disparity changes as a function of elevation and azimuth.
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(40, 41); and (iii) the precision of stereopsis is greatest for locations in
space that project to those points (42–46). The horopter is the set of
locations in 3D space that project onto corresponding retinal points
and therefore comprise the locations of finest stereopsis (47, 48).

If corresponding points were in the same anatomical locations in
the two eyes (that is, zero horizontal and vertical disparities), the ho-
ropter would be a circle containing the fixation point and the centers
of the two eyes (the Vieth-Müller Circle) and a vertical line in the
head’s median plane (Fig. 6A). Empirically measured corresponding
points do not have zero disparity. Instead, they have uncrossed (far)
horizontal disparities above and to the left and right of fixation, and
crossed (near) disparities below fixation (23, 31, 35, 41, 48–51). Thus,
the empirical horizontal horopter is less concave than the Vieth-Müller
Circle and the empirical vertical horopter is convex and pitched top-
back relative to the vertical line. The positions of corresponding points
(and the shape of the horopter) are a manifestation of the visual
system’s allocation of resources for finding binocular correspondence
matches. That is, they are the bets the system places on the most likely
disparities.

Helmholtz (48) and others hypothesized that the horopter is
specialized for placing the region of most precise stereopsis in the
ground plane as a standing observer fixates various points on the path
ahead (35, 49, 51). However, the horopter cannot be described by one
3D shape in space because its shape changes with changes in fixation.
For example, when fixation distance increases, the horizontal horopter
changes from concave to planar to convex (35, 41) and the vertical
horopter becomes more convex (31) (Fig. 6B). The vertical horopter
also becomes more pitched with increasing fixation distance, a prop-
erty that is by itself consistent with Helmholtz’s hypothesis (35). Col-
lectively, these observations mean that the horopter does not in
general coincide with the ground plane because it is quite convex at
fixation distances greater than 1 m. It seems that the region of most
precise stereopsis is adapted for some other visual requirement. We
hypothesized that the disparities that define the horopter reflect the
most likely disparities seen during a wide range of natural behaviors,
rather than simply fixating the ground. For example, convexity may be
a likely property of visual experience because many objects are closed
and therefore convex on average.

With the distributions of horizontal disparity throughout the visual
field in hand (Figs. 4 and 5), we zeroed in on the values along the
vertical and horizontal meridians to see if they are consistent with
the disparities of the corresponding points. Not surprisingly, the dis-
parities near the meridians vary substantially across tasks. For exam-
ple, the disparities created when walking through an outdoor scene are
qualitatively similar to the disparities associated with the vertical and
horizontal horopters (uncrossed upward, leftward, and rightward, and
crossed downward), whereas the disparities from inside walking are
somewhat dissimilar. Figure 6C shows the 25th, 50th, and 75th per-
centiles for the disparities at each vertical and horizontal eccentricity.
However, the most appropriate comparison is between the disparities
of the horopter and the observed natural disparities once weighted
according to estimated frequency of occurrence. This is shown in
Fig. 6D. The weighted-combination natural disparities are shown in
brown. Horopter data from several previous studies are shown in yel-
low. Both the natural disparity and horopter data along the vertical
meridian (left panel) are quite asymmetric: crossed disparity below
the fovea and uncrossed above. Both also exhibit convexity (31). The
natural disparity and horopter data along the horizontalmeridian (right
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
panel) are symmetric with a tendency toward uncrossed disparity. The
weighted-combination distribution sometimes has two peaks, usually
one near zero disparity and one at a greater crossed or uncrossed dis-
parity (movies S1 and S2). This property is not captured by the percen-
tiles alone, so we also plotted the full distribution as a frequency map
along with the percentiles in Fig. 6D. The central tendency of the
distribution of natural disparities closely follows the horopter data.

Thus, despite the variation of natural disparities across tasks, the
overall agreement is good: The disparities of the horopter tend to have
the same sign and similar magnitude as the natural disparities. Recall
that the task weighting was done before the data were analyzed, so the
agreement between the horopter and natural disparity statistics is not
a consequence of adjusting weights to maximize fit. Therefore, the
natural disparity statistics near the horizontal and vertical meridians
of the visual field are consistent with the positions of corresponding
retinal points. This means that the visual system does in fact allocate
its limited binocular resources in a way that exploits the distribution of
natural disparities and thereby makes depth estimates most precise in
the regions in space where surfaces are most likely to be observed.
NATURAL DISPARITY STATISTICS AND PERCEIVED
DEPTH FROM DISPARITY

It would be rational for the visual system to incorporate the prior
distribution of natural disparities when constructing depth percepts
from noisy or ambiguous binocular inputs. In particular, use of an
appropriate prior would increase the odds of inferring the true 3D
structure of the scene. We examined this by developing a probabilistic
model, that incorporates the measured natural disparity statistics to
infer depth from ambiguous stereoscopic stimuli.

When identical periodic stimuli are presented to the two eyes
(Fig. 7A, upper row), the wallpaper illusion occurs. The viewer per-
ceives a single plane, and the apparent depth of that plane is closely
associated with the distance to which the eyes are converged (37, 53).
The phenomenon is called an illusion because the stimulus provides
multiple correlation solutions, but only one is seen. The upper left
panel of Fig. 7B shows that local cross-correlation of the images yields
equally high-correlation peaks for numerous horizontal disparities
(39). The same behavior is observed in disparity-selective cortical neu-
rons: When presented with periodic stimuli, V1 neurons exhibit mul-
tiple response peaks (54). Therefore, if the disparity estimates obtained
by local correlation or V1 responses were the sole determinant of per-
ceived depth, the wallpaper stimulus should look like multiple parallel
planes stacked in depth. The fact that the stimulus looks like one plane
at the same depth as the fixation point means that more than inter-
ocular correlation or responses of individual V1 neurons are involved
in constructing the final percept.

When the spatial frequencies of periodic stimuli differ in the two
eyes (Fig. 7A, lower row), a different illusion called the venetian blinds
effect occurs. Although cross-correlating the images again yields nu-
merous peaks (Fig. 7B, lower left), one sees a series of small slanted
planes [vertical blinds; (55–57)]. If the disparity estimates obtained by
correlation were the sole determinant of perceived depth, the venetian
blinds stimulus would appear to have multiple slanted planes stacked
in depth. Again, this is not what one perceives.

These effects have been attributed to smoothness constraints em-
bodied in the neural computation of disparity (5, 58). However, the
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Fig. 6. Natural disparity statistics and the horopter. (A) Geometric and empirical horopters. Points in 3D space that project to zero horizontal and
vertical disparities are shown as a set of red points. The lines of sight are represented by the black lines, and their intersection is the fixation point. The

geometric horopter contains points that lie on a circle that runs through the fixation point and the two eye centers (the horizontal horopter or Vieth-
Müller Circle) and a vertical line in the head’s median plane (the vertical horopter). Points that empirically correspond are not in the same positions in the
two eyes. The projections of those points define the empirical horopter, which is shown in blue. The horizontal part is less concave than the Vieth-Müller
Circle, and the vertical part is convex and pitched top-back relative to the vertical line. The disparities associated with the empirical horopter have been
magnified relative to their true values to make the differences between the empirical and geometric horopters evident. (B) Corresponding points are fixed
in the retinas, so when the eyes move, the empirical horopter changes. Here, the eyes have diverged relative to (A) to fixate a farther point. The horizontal
part of the empirical horopter becomes convex, and the vertical part becomes more convex and more pitched. (C) Distributions of horizontal disparity
near the vertical and horizontal meridians of the visual field. The upper row plots horizontal disparity as a function of vertical eccentricity near the vertical
meridian. The lower row plots horizontal disparity as a function of horizontal eccentricity near the horizontal meridian. The columns show the data from
each of the four tasks averaged across participants. The colored regions represent the data between the 25th and 75th percentiles. The dashed lines
represent the median disparities. (D) Weighted-combination data and the empirical horopter. The left panel shows the weighted-combination data and
the horopter near the vertical meridian; horizontal disparity is plotted as a function of vertical eccentricity. The right panel shows the data and horopter
near the horizontal meridian; horizontal disparity is plotted as a function of horizontal eccentricity. The brown lines represent percentiles of the natural
disparity data: dashed lines are the medians, and solid lines are the 25th and 75th percentiles. The yellow lines represent the same percentiles for the
horopter. The horopter data in the left panel come from 28 observers in (31). The horopter data in the right panel come from 15 observers in (23, 35, 42, 52).
We computed the probability density of natural disparities at each eccentricity, and these distributions are underlaid in brown, with the color scale normalized
to the peak disparity at each eccentricity.
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percepts with venetian blinds stimuli are definitely
not smooth (39), which suggests that another prin-
ciple is involved. We hypothesized that prior assump-
tions about the most likely disparities significantly
influence the percepts in these illusions. To test this
hypothesis, we formulated the problem of disparity
estimation from binocular stimuli as a Bayesian in-
ference problem. Our model (see Materials and
Methods) multiplies the stereo matching likelihood
and the prior on disparity statistics to generate a pos-
terior distribution of disparity given the binocular
stimuli (Fig. 7B). For visualization purposes, we set
elevation to zero and display 2D cross sections of
these distributions. The stereo matching likelihood is
a sigmoidal function of the normalized local cross-
correlation between the left and right images. The
finite size of receptive fields is taken into account by
windowing the stimuli with a Gaussian (59). The like-
lihood, based on the cross-correlation of the images,
yields numerous peaks for both types of binocular im-
ages. Therefore, the maximum of the likelihood yields
an ambiguous solution. The prior distribution is a kernel-
density fitted version of the weighted-combination
distribution in Fig. 5B. Estimated disparity is inferred
as the maximumof the posterior [that is, maximum a
posteriori (MAP) solution]. This MAP solution (Fig.
7C) gives a disparity estimate that matches the per-
ceived solution for both effects, that is, a plane at the
same distance as the fixation point for the wallpaper
stimulus (upper panel) and a row of slanted surfaces
for the venetian blinds stimulus (lower panel).

The natural distribution of disparity can also
help explain binocular eye movements made to
fuse ambiguous stereoscopic stimuli. When a stim-
ulus with nonzero disparity is presented, binocular
eye movements are made to eliminate the disparity
and thereby align the images in the two eyes. The
movements are combinations of horizontal and ver-
tical vergence. An interesting problem arises when
the stimulus is one-dimensional, such as an extended
edge. The disparity component that is parallel to the
edge has no effect on the retinal images and hence
cannot be measured. As a consequence, the disparity
direction and magnitude cannot be determined. This
is the stereo aperture problem (60). Disparity energy
units in area V1 are subject to this ambiguity because
they see only a local region of an edge or grating (54).
When presented a disparate edge, the oculomotor
system could, in principle, align the two images by
executing a vergence movement in one of many
directions. Rambold and Miles (61) showed that the
direction of vergence response is heavily biased
toward horizontal, a bias that is not observed when
the stimulus is a random dot stereogram.

In the motion equivalent to the stereo aperture
problem, the ambiguous motion of an edge is per-
ceived unambiguously as moving orthogonal to the
edge. This is well modeled as a computation involving
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Fig. 7. Wallpaper illusion and venetian blinds effect. (A) Upper part shows the wallpaper
illusion. Vertical sinewave gratings of the same spatial frequency and contrast are presented to

the two eyes. Cross-fuse the red dots to see the stimulus stereoscopically. Notice that the stim-
ulus appears to lie in the same plane as the fused red dot. Now cross-fuse the green dots and
notice that the stimulus now appears to lie in the same plane as the fused green dot. The lower
part shows the venetian blinds effect. Vertical sinewave gratings of different spatial frequencies
are presented to the two eyes (fR/fL = 0.67). Cross-fuse the red dots to see the stimulus stereo-
scopically. Hold fixation steady on the fused red dot and notice that the stimulus appears to be
a series of slanted planes. (B) Likelihood, prior, and posterior distributions as a function of az-
imuth; elevation is zero. The upper row shows the distributions for the wallpaper stimulus and
the lower row the distributions for the venetian blinds stimulus. The grayscale represents prob-
ability, brighter values having greater probability. (C) MAP estimates for wallpaper (upper) and
venetian blinds (lower). Note the change in the scale of the ordinate relative to (B). If one
wanted to visually match the stimuli in A to the units in B and C, the correct viewing distance
is 148 cm, so that the stimuli subtend approximately 2×2°. Note that A shows only a portion of
the stimuli used to compute the results.
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the observed motion and a prior for slow speed (62, 63). The motion
prior is isotropic, that is, spread equally for all motion directions. We ob-
served that the disparity prior is very anisotropic (Fig. 5): the spread for
horizontal disparity is ~20 times greater than for vertical disparity. Ap-
plication of this horizontally elongated prior to the stereo aperture stim-
ulus would predict that the horizontal solutions will be strongly favored,
as Rambold and Miles observed for vergence eye movements (61).

We conclude that the prior distribution of naturally occurring dispar-
ities reported here determines to a large degree the manner in which am-
biguous stereoscopic stimuli (that is, those yielding multiple solutions with
equally supported local correlation between the two eyes’ images) are re-
duced to one percept or to one signal that drives vergence eye movements.
h
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DISPARITY PREFERENCES IN THE VISUAL CORTEX

Information theoretic analyses predict that efficient neuronal populations
will have more neurons tuned for more likely inputs (8, 64). Following
this reasoning, one would expect disparity preferences among cortical
neurons to reflect the statistics of natural disparity. Most binocular cortical
neurons respond preferentially to a limited range of disparity. There is a
consensus that most are tuned to crossed disparities (that is, points gen-
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
erally closer than fixation). This has been reported for areas V1 (1, 2, 65–67),
V2 (65, 68), V3 (69), V4 (70–72), MT (73–75), and MST (76). Some have
argued that the overall preference for crossed disparity reflects the behav-
ioral significance of objects near the viewer or that the preference is
somehow related to figure-ground segregation in natural vision (70).
However, on the basis of our measured distributions of natural disparities,
we propose an alternative explanation. If disparity-tuned neurons are dis-
tributed efficiently, we predict that preferences should only exhibit the
bias toward crossed disparity in the lower visual field, and a bias toward
uncrossed disparity in the upper field (Figs. 4 to 6).

To examine this hypothesis, we computed the correlation between
preferred disparities and receptive-field locations of V1 neurons in five
single-unit studies (1, 2, 65–67). These investigators recorded preferred
horizontal disparity and receptive-field position for 820 cells in ma-
caque V1. They also reported preferred vertical disparity in 188 cells.
The groups used different experimental setups and coordinate systems
(Materials and Methods and table S1), so we first took into account
the geometry of their setups and converted their data into the Helmholtz
coordinate system that we used to quantify the natural disparity statistics.
We assumed an interocular distance of 3 cm for macaques (2).

Receptive-field locations were not uniformly sampled across the
visual field (Fig. 8A). Eighty-five percent of the sampled neurons had
 on July 12, 2016
ttp://advances.sciencem

ag.org/
CB

DA

−20−1001020

−20

−10

0

10

20

E
le

va
tio

n 
(°

)

Horizontal disparity

Cumming (2002)
Durand et al. (2007)
Gonzalez et al. (2010)
Prince et al. (2002)
Samonds et al. (2012)

−20−1001020

Azimuth (°)

Vertical disparity

0

1

2

p = 0.007

−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
0

25

50

100

C
ell count

Horizontal disparity: upper & lower visual fields

Horizontal disparity (°)

N
or

m
al

iz
ed

 fr
eq

ue
nc

y

−1.0 −0.5 0.0 0.5 1.0
Vertical disparity (°)

0.0

0.1

0.2

0.3

N
or

m
al

iz
ed

 fr
eq

ue
n c

y

p = 0.2

0

10

20

30

Vertical disparity: field quadrants

C
ell  c ount

−1.0 −0.5 0.0 0.5 1.0

Horizontal disparity (°)

−1.0

−0.5

0.0

0.5

1.0

V
er

tic
al

 d
is

pa
rit

y 
(°

)

Fig. 8. Receptive-field locations and preferred-disparity distributions among 973 disparity-sensitive neurons from macaque V1. (A) Receptive-field
location of each neuron. The left and right subplots show neurons for which preferred horizontal disparity and preferred vertical disparity were measured,

respectively. The colors represent the study from which each neuron came. Most neurons had receptive fields in the lower visual field. Very few were in the
upper right quadrant. (B) Distributions of preferred horizontal disparity grouped by upper and lower visual field. The histograms represent the number of
cells observed with each preferred disparity. The curves represent those histograms normalized to constant area. The preferred disparities of neurons from
the upper visual field (blue) are biased toward uncrossed disparities, whereas the preferences of neurons from the lower visual field (red) are biased toward
crossed disparities. (C) Distributions of preferred vertical disparities grouped by quadrants with the same expected sign of vertical disparity. Again, the
histograms represent the actual cell counts, and the curves represent those histograms normalized for constant area. (D) Joint distribution of preferred
horizontal and vertical disparities from the sampled neurons. Darker color represents more frequent observations. The marginal distributions for horizontal
and vertical disparities are shown on the top and right, respectively.
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receptive fields in the lower field. This sampling bias is undoubtedly due
to the fact that the upper field is represented in ventral V1, which is
more difficult to access than dorsal V1.

Our analysis confirmed the oft-reported bias toward crossed hor-
izontal disparity: Of the 816 neurons with nonzero disparity preferences,
55 and 45% had crossed and uncrossed preferences, respectively. How-
ever, this bias depends on receptive-field location. Figure 8B shows that
neurons representing the upper visual field actually tended to prefer
uncrossed horizontal disparity (mean preferred disparity is +0.14°),
whereas neurons representing the lower field preferred crossed disparity
(mean preferred disparity is −0.09°). The difference between the two dis-
tributions is statistically significant (Mann-Whitney U test, P = 0.007).
This upper/uncrossed, lower/crossed pattern is qualitatively similar to
the natural disparity statistics that we measured in humans (Figs. 4
to 6) despite the species’ differences in height and eye separation. We
also computed the distributions of preferred horizontal disparity for
the left and right visual fields and observed no systematic difference
(P = 0.3), which is also consistent with natural disparity statistics.

We also examined preferred vertical disparity as a function of field
location. From the natural disparity statistics (Figs. 4 and 5), one
would predict a bias toward positive vertical disparity in the upper left
and lower right quadrants and a bias toward negative disparity in the
other quadrants (Fig. 8C). Although there is a tendency toward pos-
itive vertical disparity in the upper left and lower right quadrants, the
difference in preferred disparity among the sampled neurons is not
significantly different from the lower left and upper right quadrants
(P = 0.2). The lack of significance may be because so few neurons were
characterized in the upper right and lower left quadrants [34 (18%)
and 5 (3%), respectively].

Figure 8D plots the joint and marginal distributions of preferred
horizontal and vertical disparities for the 158 neurons for which both
were measured. The joint distribution, like the natural disparity statis-
tics, is quite anisotropic with greater spread for horizontal disparity
(1). However, the anisotropy is not nearly as great as we observed
in the statistics (Fig. 5B). The greater spread of preferred vertical dis-
parity may be a consequence of the need to measure large vertical dis-
parities to guide vertical vergence eye movements or of measurement
error in the single-unit studies.

We conclude that horizontal disparity preferences in macaque V1 are
biased toward crossed (near) disparities in the lower visual field and un-
crossed (far) disparities in the upper field. Therefore, the oft-cited bias
toward crossed disparity does not generalize to the whole visual field; it
is instead caused by oversampling of the lower field. The reports of a
crossed disparity bias in areas V2, V3, V4, MT, and MST (65, 68–76)
may also be due to biased sampling of the visual field: In every study
in which the anatomical or field positions of the samples were reported
(65, 68–73, 76), all or most were from the lower visual field.

The elevation-dependent change in disparity preferences among ma-
caque V1 neurons is compatible with the distribution of horizontal dis-
parity encountered by humans engaged in natural tasks and therefore
may provide an efficient means of allocating neural resources for the
computation of depth.
CONCLUSION

We find that the distribution of natural disparities is consistent with
(i) the positions of corresponding points across the visual field and
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
therefore with the regions in space where stereopsis is most precise,
(ii) the ways in which ambiguous stereograms are perceived and drive
vergence eye movements, and (iii) disparity preferences across the vi-
sual field in macaque visual cortex. A similar relationship between dis-
parity statistics and allocation of neural resources is implied by
observations in other species. In domestic cats and burrowing owls,
for example, receptive-field positions are offset systematically in the
two eyes: offsets of crossed disparity above fixation and uncrossed dis-
parity below fixation (77). Under the plausible assumption that these
interocular offsets are a manifestation of offsets in corresponding
points, the crossed-below, uncrossed-above pattern is similar to the
one observed in humans (Fig. 6). The offsets in cats and owls are much
larger than those in humans, consistent with the idea that they reflect
the most common disparities encountered by animals whose eyes are
close to the ground (77).

An important question remains: how do these neural processes
come to reflect the statistical regularities? By learning? Or are they
hardwired as a result of evolution? The positions of corresponding
points in humans do not change with 1 week of exposure to altered
disparity distributions (31), which is inconsistent with learning over
that period; perhaps learning occurs over longer periods. Consistent
with long-term learning, preferred orientation among binocular neu-
rons in cat visual cortexes can be altered by extensive early visual ex-
perience. When the images delivered to the two eyes are rotated in
opposite directions, cortical neurons develop orientation preferences
that differ in the two eyes by corresponding amounts (78). However,
the positions of corresponding points are presumably reflected by
changes in receptive-field locations, not orientation preferences. Thus,
it remains to be determined how the striking relationships between
binocular visual experience and binocular neural processes come to
be. By whatever means they materialize, the end product is well adapted
to the regularities of the 3D environment.
MATERIALS AND METHODS

Participants and procedure
Three male adults (21 to 27 years old) participated in the study. The
human subjects protocol was approved by the Institutional Review
Board at the University of California, Berkeley, and all participants
gave informed consent before starting the experiment. The partici-
pants were tested for normal stereopsis using a Titmus test and were
screened with optometric measurements for normal binocular eye
movements and fixation disparity. In separate experimental sessions,
participants performed four different tasks while wearing a custom
mobile tracking system described below. These tasks were as fol-
lows: (i) walk a path inside a building (inside walk), (ii) walk a series
of paths outside on the Berkeley campus (outside walk), (iii) go to a
café and place an order (order coffee), and (iv) make a peanut butter
and jelly sandwich (make sandwich). For the two walking tasks, par-
ticipants were shown the paths ahead of time by walking them once
while guided by the experimenter. For the outside walk task, the par-
ticipants walked in a natural wooded area, a natural open area, and
along manmade footpaths on campus.

After each session, the calibration measurements were used to
assess the integrity of the data before further analysis. Once all ses-
sions were completed for each participant and each activity, the data
from the sessions were trimmed to 3-min clips. The clips were selected
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by determining the frame at which the desired task was initiated (for
example, upon entering the campus park during outside walk, upon
entering the hallway during inside walk) and then taking three con-
tinuous minutes of subsequent activity. Because participants walked in
a variety of outdoor areas, the outside walk was a total of 3 min ran-
domly selected from the different environments. This resulted in 12
clips overall (three participants, four tasks).

Notation
We use the following notation repeatedly. Each term represents a
scalar value in units of visual angle (in degrees): d, binocular disparity;
b, azimuth latitude; h, elevation longitude.

Subscripts R, L, and C indicate that the quantity is for the left, right,
or cyclopean eye, respectively. b values are positive in the left visual field,
and h values are positive in the upper field.

System specifications
The eye tracking component of the apparatus was a modified EyeLink
II system (SR Research). The EyeLink II is a head-mounted, video-
based binocular eye tracking system. The eye tracker captures a video
of both eyes using two infrared (IR) cameras on adjustable arms
attached to a padded headband (Fig. 2A). The headband contains
two IR lights that illuminate the pupil and sclera. They also create re-
flections off the corneas, and those reflections are tracked along with
the pupil center to estimate gaze direction for each eye at 250 Hz. The
manufacturer reports a root mean square (RMS) error of 0.022° and a
field of view of 40° horizontally and 36° vertically. The EyeLink Host
PC was replaced with a custommobile host computer that was used to
acquire and store the eye tracking data. This machine had an Asus
AT3GC‐I motherboard and a 32-GB solid- state hard drive (Corsair
CSSD-V32GB2-BRKT) inside a mini‐ITX enclosure. It was powered
by an external Novuscell universal lithium battery pack. The display
computer was replaced with a Lenovo ThinkPad X220 laptop that was
connected to the mobile host computer via ethernet cable. During cal-
ibration, this laptop was connected via VGA (video graphics array) to
a 121 × 68–cm LG display (model no. 55LW6500-UA). This laptop
drove the display with specific patterns for calibration, and acquired
and stored the stereo rig images. Both computers were stored in a
backpack and ran on battery power to allow participants full mobility
while performing the experimental tasks.

The stereo cameras were two Sony XCD-MV6 digital video cam-
eras (29 × 29 × 19 mm; 1.3 oz). Each camera contained a 640 × 480
monochrome CMOS (complementary metal oxide semiconductor)
sensor. The cameras had fixed focal length (3.5 mm) Kowa lenses with
a field of view of 69° horizontally and 54° vertically. Focus was set at
infinity. Manufacturer-reported resolution for the lenses is 100 line
pairs per millimeter (lp/mm) at the center and 60 lp/mm in the corners,
with a barrel distortion of −28%. The resulting resolution was 1.5 lines
per pixel (l/p) centrally and 0.8 l/p in the corner. Frame captures were
triggered in a master-slave relationship, with the master camera
triggered at 30 Hz by the display laptop using a programmable trigger
via a Koutech 3-Port FireWire (IEEE 1394b) ExpressCard. Once trig-
gered, the master camera sent the signal to the slave camera and to the
host computer for the EyeLink. This was done via a custom cable con-
nected to the digital I/O (input/output) interfaces of the two cameras
and to the parallel port of the host computer. This input signal was
recorded on the host computer in the EyeLink Data File for temporal
synchronization of eye tracking and camera data. Image files were
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
transferred from the cameras to the laptop via FireWire. The two cam-
eras were attached to a custom aluminum mount with a 6.5-cm fixed
baseline. The mount was affixed just above the IR lights on the eye
tracker. The optical axes of the cameras were parallel and pitched 10°
downward to maximize the field of view that was common to the
tracker and cameras.

All system calibration and 3D scene reconstruction were performed
using Python 2.7.6, with display and event loops driven from the Pygame
library (v1.9.1; pygame.org), the EyeLink bindings (Pylink v1.0.0.37; pypi.
python.org/pypi/PyLink), and the Open Source Computer Visionmodule
(OpenCV v2.3.3; opencv.org).

Stereo rig
Calibration. The intrinsic parameters of the individual cameras

and their relative positions in the stereo rig were estimated before
each experimental session, using camera calibration routines from
OpenCV. The cameras were securely fixed to the rig, and the intrinsic
parameters were in principle known. Calibration was performed
before each session to correct small deviations that could occur when
using the apparatus. In the calibration, images of a printout of the
OpenCV circle grid pattern (11 × 4 circles) were captured on 8.5 ×
11–inch paper, covering a range of distances and orientations across
each camera’s field of view. Between 100 and 200 frames were used for
each calibration. These frames were processed offline by first identify-
ing the projections of the circle grid in each image (findCirclesGrid-
Default) and then using the known grid geometry to estimate the focal
length, focal center, and four lens distortion coefficients that mini-
mized the reprojection error to each camera using the global Levenberg-
Marquardt optimization algorithm (calibrateCamera2). The rotation
and translation between the two cameras were then estimated, and
the intrinsic estimates were further refined by applying the same prin-
ciple and method to minimize the reprojection error for both cameras
simultaneously (stereoCalibrate). Experimental sessions for which the
above parameter estimates resulted in an RMS error of predicted ver-
sus actual pixel positions of the circle grid greater than 0.3 pixels were
discarded because errors larger than that resulted in poor 3D recon-
structions. During the subsequent eye tracker calibration and for the
duration of the experimental session, the stereo rig captured and stored
synchronized stereo pairs at 30 Hz.

3D scene reconstruction. Once a session was completed, the in-
trinsic and extrinsic parameters of the stereo rig were used to calculate
the rectification transforms and to remap the pixels in the stereo
image pairs for each frame into rectified images with parallel epipolar
lines (stereoRectify, InitUndistortRectifyMap, and remap). Disparities
between each pair of images were estimated using a modified imple-
mentation of the Semi-Global Block Matching algorithm fromOpenCV
(stereoSGBM and stereoSGBM.compute) (79, 80). This method of dis-
parity estimation finds the disparity that minimizes a cost function on
intensity differences over a region (“block”) surrounding each pixel in
the stereo pair. The blocks are treated as continuous functions, and thus,
subpixel disparities are possible. Speckle filtering was disabled and the
prefilter cap was set to zero to minimize regularizations based on the
assumptions made about disparity patterns. Smoothness parameters
were enforced in the cost function, so preference was given for solutions
that resulted in small differences in disparity between nearby pixels.
This minimum disparity was set to zero, and the maximum disparity
was set to 496, which corresponds to points 12 cm from the cameras or
closer. Disparity estimation was performed on both the left and right
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camera images, and pixels with a difference in disparity greater than
two pixels or for which the best-guess disparity was less than 10% better
than the second best were discarded. Stereo matching was initially per-
formed with block sizes of 3 × 3 pixels. It was repeated with block sizes
of 5 × 5 and 17 × 17, and discarded or missing disparity values were
filled in if valid disparities were present at coarser scales. False matches
were reduced by removing larger disparities from the finer-scale maps that
were not at all present in the coarser maps. Final disparity maps were
converted to 3D coordinates using the disparity-to-depth output matrix
from stereoRectify (reprojectImageTo3D). The resulting matrices contained
the grayscale intensity and 3D coordinates of each point in the scene in
a coordinate system with the left camera of the stereo rig at the origin.

Eye tracker
Calibration. The EyeLink II eye tracker was calibrated using the

standard SR Research Tracker Application software. Once the stereo
rig calibration described above was completed, we secured the eye
tracker and stereo rig to the participant’s head. To calibrate the track-
er, the participant fixated nine small targets presented sequentially on
a screen in front of them. These fixations were then used to map the eye
data (location of pupil center and corneal reflection relative to the
center) into a direction of gaze for each eye in a head-referenced coor-
dinate system with arbitrary units (HREF). To convertHREF coordinates
into a real-world coordinate system, the participant performed the cali-
bration while biting on a custom bite bar. The vertical axis of the bite bar
was on the horizontal midpoint between the rotational centers of the eyes
(cyclopean eye) 100 cm in front of the screen’s midpoint (22). The loca-
tion of the cyclopean eye relative to the screen was therefore known, and
this was used to translate and scale HREF coordinates into real-world,
cyclopean eye–referenced coordinates. This transformation was applied
to the gaze coordinates for each eye. Gaze coordinates at each time point
were the intersection of the eye’s gaze direction onto a plane 100 cm in
front of the cyclopean eye. To do this conversion, the head tracking func-
tionality of the EyeLink II had to be disabled.

3D fixation estimation. To estimate the 3D coordinates of fixa-
tion, a second point along each eye’s direction of gaze was needed.
Those points were the eyes’ rotational centers. Because the cyclopean
eye is the midpoint between the two rotation centers, the points could
be calculated by measuring the interocular distance for each partici-
pant. For each time point, the 3D fixation point was thus the intersec-
tion of the two vectors specified by the rotational centers and gaze
coordinates. Because of measurement noise in the eye tracker, the two
vectors did not necessarily intersect. To ensure intersection, we projected
the two vectors at each time point onto a common epipolar plane
positioned midway between the two vectors and intersecting the eye’s
rotational centers. The intersection in this plane yielded a 3D fixation
point in head-centered coordinates with its origin at the participant’s cy-
clopean eye. We then calculated the version required to fixate this point.

Because the distances of the fixation points are much greater than
the interocular distance, estimates of binocular gaze are more sensitive
to eye tracker error for vergence than for version. Our participants all
had normal binocular eyemovements, sowe assumed that they correct-
ly converged on surfaces at the center of gaze. That is, we used the 3D
scene data to calculate the vergence required to fixate the surface point
along the line of sight specified by each version estimate.

Ocular torsion estimation. Listing’s law specifies the 3D orienta-
tion of the eyes (that is, vertical, horizontal, and torsional) for different
gaze directions (47). According to Listing’s law, the final orientation of
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
an eye is determined by rotation from primary gaze position (essen-
tially straight ahead at long distance) about an axis in Listing’s plane
(roughly the plane of the forehead). When the eyes are converged to a
near distance, Listing’s law is not obeyed precisely, and the deviation is
expressed by Listing’s extended law. In the extended law, there are two
different planes of rotation from primary position, one for each eye
(81). Listing’s extended law is not followed exactly by most human
viewers. The deviation from that law is quantified by a gain from 0
to 1, where 0 means that the rotation planes are coplanar as specified by
Listing’s law, and 1 would mean that for every increase in convergence
by 1°, the rotation planes for each eye would rotate by ±1°. We modeled
ocular torsion by applying Listing’s extended law with a gain of 0.8
to each estimate of eye position. The gain of 0.8 is typical for adults
with normal binocular vision (82). According to the extended law:

yL ¼ −GHD
hL
4

− bL
hL
2

yR ¼ −GHD
hR
4

− bR
hR
2

where yL and yR are torsion for the left and right eyes, respectively;
HD is the horizontal vergence angle; b is the Helmholtz azimuth of
each eye; h is the Helmholtz elevation of each eye; and G is the gain
(set to 0.8).

Registration of 3D scene to fixation
Our goal was to generate retinal images of the viewed scene for each pe-
riod. To do this, we needed to project the scenes captured by the stereo
rig into each eye. To register these coordinate systems, the participant was
positioned on the bite bar precisely at three distances from the screen: 50,
100, and 450 cm. At each distance, the OpenCV circle grid pattern was
displayed and an image was captured with the left stereo camera. These
images were used offline to estimate the rotation and translation between
the stereo rig centers of projection and the head-referenced coordinate
system using OpenCV routines. The projection of the circle grid in each
image was identified (findCirclesGridDefault), and then the pose of
the camera in the head-referenced coordinate system was estimated
(solvePnP). The estimated pose was the rotation and translation that
minimized the reprojection error of the 3D coordinates of the circle
grid (in head-referenced coordinates) and their imaged locations on
the left camera’s sensor. The average and SD reprojection errors were
3.75 and 1.68 pixels, respectively.

Measurement of bias and precision
We measured system error immediately before and after each partic-
ipant performed a task. While positioned on the bite bar at three
screen distances (50, 100, and 450 cm), participants fixated a series
of targets in a manner similar to the standard EyeLink calibration.
At 50 and 100 cm, the targets were a radial pattern of points at eccen-
tricities of 3°, 6°, 12°, and 16° along axes to the left, right, up, down,
right and up, and left and down. At 450 cm, the eccentricities were 3°
and 6° because greater eccentricities could not be created with the
display screen at that distance. Each target pattern contained a letter
“E” of size 0.25° surrounded by a circle of diameter 0.75°. We instructed
participants to fixate the center of the “E” and focus sufficiently accu-
rately to identify the “E.” The participant indicated with a button press
when they were fixating the pattern, and eye tracking data were gathered
for the next 500 ms. At the same time, the stereo cameras captured im-
ages of each target pattern.
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We measured the total error of the reconstruction by comparing
our estimate of where the participant was fixating with the expected
location of each “E.” The median error magnitude was 0.29° across all
participants, distances, and eccentricities. Ninety-five percent of the
errors were less than 0.82° (fig. S3). The minimum resolvable disparity
is limited largely by the precision of the depth estimates from the cam-
eras and depends on the interpupillary distance of the participant.

Weighting data from different experimental activities
We used data from the ATUS to weigh the four activities in our ex-
periment according to the time most people spend on those activities.
The ATUS data were obtained from the U.S. Bureau of Labor Statistics
(27). ATUS provides data from a large and broad sample of the U.S.
population. It indicates how people spend their time on an average
day. We used Table A-1, which includes survey results for noninsti-
tutional civilians who are 15 years or older. Data from years 2003
through 2012 were included in this analysis. These data are broken
down into the total time spent in 12 primary activities. The primary
activities are further categorized into 45 secondary activities. We as-
signed a set of weights to each secondary activity corresponding to the
four tasks in our experiment (time asleep was given zero weight). It is
important to note that those weight assignments were done before we
analyzed our eye tracking and scene data. Thus, there were no free
parameters in weight assignment. The weights were summed and then
normalized so that they added to one. The resulting values represented
an estimate of the percentage of awake time that an average person
spends doing activities similar to each of our four tasks. We used these
values to compute weighted-combination distributions of disparity,
vergence angles, and so forth. The resulting weights for our tasks were
as follows: 0.16 for outside walk, 0.10 for inside walk, 0.53 for order
coffee, and 0.21 for make sandwich.

Horopter analysis
For this analysis, we used data points within ±2° of the vertical median
and within ±2° of the horizontal meridian. Horizontal disparity per-
centiles were computed at each eccentricity in steps of 0.1°. For the
weighted-combination data, we also computed a density distribution
of disparities for each eccentricity with a Gaussian kernel of band-
width 4.5 arc min. These were normalized by the maximum density
at that eccentricity. Thus, the heat maps in Fig. 6D illustrate the rela-
tive frequency of disparities at each eccentricity rather than the fre-
quency across all eccentricities.

For comparison with the natural disparities data along the meri-
dians, we also replotted the disparities of the horopter from several
previous perceptual studies (Fig. 6D). For the vertical horopter (30),
the disparities of the horopter over ±8° of elevation were converted
into Helmholtz retinal coordinates using the conversion equations
for a Wheatstone haploscope (after the removal of fixation and cyclo-
vergence misalignments). For the horizontal horopter (22, 34, 41, 51), the
disparities of the horopter were computed from the Hering-Hillebrand
deviation value (H) reported for each observer:

d ¼ bL − tan−1
tanðbLÞ

1þ H tanðbLÞ
� �

where d is the disparity of the horopter at a given azimuth in the left
eye (bL) and positive azimuths are leftward in the visual field (34). To
convert left eye azimuths to cyclopean azimuths, half of d was then
Sprague, et al. Sci. Adv. 2015;1:e1400254 29 May 2015
subtracted from bL. One observer’s data were excluded from study
(34) because she had atypical binocular vision.

For the illustrations in Fig. 6 (A and B), we projected the horopter
disparities out from the eyes and found their intersection in space. The
vertical horopter disparities were fit with a second-order polynomial,
and all disparities were magnified before projecting to make the pattern
of differences between the geometric and empirical horopters clear.

Bayesian model for disparity estimation
To predict the 3D percepts of a Bayesian observer from ambiguous
stereograms, we performed the following calculations. Let us denote
the left image as L and the right image as R, which are functions of
Helmholtz coordinates (h,b), where h and b denote elevation and az-
imuth in the visual field, respectively. Further, let us denote disparity
across the visual field as D, which is also a function of (h,b). If we
denote the prior distribution on disparity as P(D), then the estimation
of the disparity map D can be formulated as a MAP estimation pro-
blem, where the posterior is:

PðDjL;RÞ º PðL;RjDÞPðDÞ:
In this formulation, P(L,R|D) is the likelihood of the binocular

images given the disparity, and P(D) is the prior on disparity. For simplic-
ity, we show the development for horizontal disparity only, but the model
was also generalized to estimating a two-dimensional disparity vector.

Although natural disparities are likely to exhibit correlations, we
asked if the stereoscopic effects could be explained using only zero-
order disparity statistics. Therefore, we assume an independent dis-
tribution over the disparities in different spatial positions (h,b) for the
likelihood and prior. Under these assumptions, we can get a MAP
estimate for the whole visual field by maximizing the posterior at each
point in the visual field independently. If we denote dp to be a random
variable that represents disparity at a point p in the visual field, with
coordinates (hp,bp), then our posterior at that point is:

PðdpjL;RÞ º PðL;RjdpÞPðdpÞ:

We fit a function to the prior P(dp), at all points (hp,bp) in the visual
field, using kernel density estimation from the Python Statsmodels module.

The likelihood P(L,R| dp) represents the probability of matches be-
tween the left and right eye images, given the disparity value. This
probability is modeled using the normalized local cross-correlation,
a good approximation to the disparity energy calculation performed
in visual cortex (58). Each image is sampled by a Gaussian window
with an SD of 10 arc min (58) and centered at point p, denoted as
wp(h,b). The local cross-correlation between the windowed left and
right image is a function of disparity:

c dp
� � ¼ ∫h∫b wp h; bð ÞL h; bþ dp

2

� �� �
wp h; bð ÞR h; b −

dp
2

� �� �
dhdb

To normalize the correlation values to have maximum value 1, we
divide it with its maximum value. Furthermore, we convert the cross-
correlation into a likelihood using a sigmoidal function:

P L;Rjdp
� � ¼ 1

1þ e−acðdpÞ

where a determines the slope of the sigmoid and can thus change the
shape of the likelihood. The sigmoid was chosen because it is
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commonly used as a nonlinearity in converting stimulus inputs into
neural responses.

We examined the influence of a on the MAP solution for the ve-
netian blinds effect. Smaller values of a yield smoother solutions and
smaller estimated disparities; larger values yield more sawtooth-like
solutions and larger estimated disparities. Values of 2 to 10 yielded
MAP solutions that were consistent with perceived depth in the vene-
tian blinds effect, so we chose a value of 3.

Physiology coordinate system conversion
To describe how we convert from positions on the screens to retinal
disparities in Helmholtz coordinates, we use the following notation: x,
y: horizontal and vertical screen coordinates relative to the fixation
point; a: azimuth longitude (positive leftward, like b); Hd: half ver-
gence angle; d: screen distance.

We consider three types of apparatus for measuring disparity se-
lectivity in cortical neurons: single-screen (2, 65) and two-screen hap-
loscopes with lines of sight normal to the screens (63), and two-screen
haploscope with lines of sight angled to the screens in the same way
they would be with a single-screen setup (1, 64). Table S1 provides the
details of each of the setups used in these studies.

With a single-screen setup, the position of each eye’s image in
screen coordinates can be converted to Helmholtz retinal coordinates
with the following equations. These equations assume that the animal
is fixating the center of the screen and that positive x and positive y are
right and up on the screen, respectively. Screen coordinates are mea-
sured in the same units as the screen distance (typically centimeters).
Azimuths and elevations in longitude for the left and right eyes can be
computed from screen coordinates as follows:

aL ¼ −arctan
xL cos Hd

d þ xL sin Hd cos Hd

� �

aR ¼ −arctan
xR cos Hd

d þ xR sin Hd cos Hd

� �

hL ¼ arctan
yL

dþ xL sin Hd

� �

hR ¼ arctan
yR

d þ xR sin Hd

� �

We want horizontal disparities to be defined in terms of azimuth
latitude, so we convert each eye’s azimuth longitude:

b ¼ arctanðtan a cos hÞ
Disparity is then:

db ¼ bL − bR

dh ¼ hL − hR

where db is horizontal disparity and dh is vertical disparity. Finally,
position in the cyclopean visual field for that disparity is:

bC ¼ bL þ bR
2

hC ¼ hL þ hR
2
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With a Wheatstone haploscope in which the optic axis of each eye
is normal to the screen regardless of the vergence angle, the position of
each eye’s image in Helmholtz coordinates is:

bL ¼ arctan
xLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2 þ y2L
p

 !

bR ¼ arctan
xRffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2 þ y2R
p

 !

hL ¼ arctan
yL
d

hR ¼ arctan
yR
d

Note, however, that having an odd number of mirrors in each eye’s
optical path flips the sign of the x coordinate in each eye. Disparity
and visual field location then proceed as before.
SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/
full/1/4/e1400254/DC1
Fig. S1. Distributions of fixation distances and scene distances for the four tasks.
Fig. S2. Median, SD, skewness, and kurtosis of the distributions of horizontal and vertical dis-
parities for each subject and task.
Fig. S3. Cumulative version error distribution across all subjects and all calibrations.
Table S1. Experimental setups and coordinate system conventions in Cumming (1), Durand et al.
(2), Gonzalez et al. (65), Prince et al. (7, 66), and Samonds et al. (67).
Movie S1. Video showing the distribution of horizontal disparity as a function of elevation.
Movie S2. Video showing the distribution of horizontal disparity as a function of azimuth.
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